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A simulated-annealing direct-space approach has been

applied to predict the crystal structures of a series of

metallo-organic complexes containing Zn, Cu and Ni. The

prediction methodology generates a set of energetically

reasonable crystal structures among which the actual structure

is present, but it is not always possible to specify unambigu-

ously the known crystal structure solely on the basis of energy.

In each case, however, the ambiguity may be resolved by

recourse to laboratory powder X-ray diffraction (PXRD)

data. In this manner, structure prediction is shown to be a

powerful tool for structure solution using PXRD data, with

the additional advantage that indexing of the PXRD pro®le is

not required at the outset.
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1. Introduction

Recent years have heralded an explosion in the study of the

molecular solid state, and the ®eld of crystal engineering in

particular has assumed major prominence (Desiraju, 1989;

Jones, 1997). This explosion is undoubtedly related to major

advances in techniques for crystal structure determination

and, in particular, developments in the technique of choice,

single-crystal X-ray diffraction. The emergence of CCD area

detectors coupled with huge advances in computing power

have served to make single-crystal X-ray diffraction a rapid

and generally straightforward analytical technique. In addi-

tion, low-temperature data collection has become standard,

improving the precision of general structure determinations

and facilitating the study of crystals that may be unstable (or

indeed liquid) at room temperature (see for example, Davies

& Bond, 2001). Such are the improvements in instrumentation

that the limiting factor is now commonly the production of

suitable single crystals of a material ± a chemical problem

rather than a technical one. In cases where very small, but still

single, crystals are the best that can be obtained, exploitation

of sources of additional brightness (i.e. synchrotron sources)

can facilitate structure solution (Clegg, 2000). The fact

remains, however, that, in many instances, systems of chemical

interest do not readily form single crystals suitable for X-ray

diffraction even when analysed with a synchrotron source. In

these cases, diffraction data collected from crystalline powders

are the primary source of information from which crystal

structures may be deduced, and solution of the crystal struc-

tures of molecular materials from powder X-ray diffraction

(PXRD) data is therefore an area of considerable current

interest (for a recent review, see Harris et al., 2001).

The inherent compression of the three-dimensional distri-

bution of diffracted intensities generated from a single crystal

into one dimension in the PXRD pro®le leads to a consider-
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able loss of information as a result of peak overlap. This

information loss can be particularly severe for PXRD data

collected using laboratory instruments, and an inability to

extract a suf®cient number of unambiguously assigned peak

intensities generally prohibits application of ab initio reci-

procal-space methods for structure solution (i.e. Patterson and

direct-phasing methods). Alternative direct-space methods

have emerged in recent years in which structure models are

postulated in real space and optimized against the whole

PXRD pro®le (Harris et al., 1994; Tremayne et al., 1997).

Structure solution then becomes a matter of global optimi-

zation of a multi-dimensional hypersurface comprising the

numerous variables that describe the crystal structure against

a function describing the overall ®t to the PXRD pro®le. This

function can utilize either a ®t to extracted intensities

[commonly derived from Pawley or Le Bail algorithms

(Pawley, 1981; Le Bail et al., 1988)] or a ®t to the whole pro®le

(usually quanti®ed by Rwp) (Harris et al., 1994). Several

approaches have been applied to this optimization problem,

including grid-search procedures (Hammond et al., 1997),

simulated-annealing (David et al., 1998) and genetic algorithm

protocols (Shankland et al., 1997; Harris et al., 1998), with

signi®cant successes for organic molecules of considerable

complexity. Extension of these methods to metallo-organic

complexes has also been considered, and a recent report of the

crystal structure of an Fe(III) porphyrin solved by simulated-

annealing direct-space methods from synchrotron PXRD data

is notable (Pagola et al., 2000).

Despite these considerable successes, however, direct-space

methods cannot necessarily be considered a panacea for

crystal structure solution from PXRD data since one major

assumption is implicit in their use: the crystal system and unit-

cell parameters must be deduced at the outset by indexing the

PXRD pro®le. Failure to index successfully the PXRD pro®le

renders direct-space methods impracticable. Indexing is not

always straightforward, particularly for PXRD data collected

from laboratory instruments, and many structure solution

attempts do not progress beyond this preliminary stage.

A concurrent avenue of research, and arguably the ultimate

goal in molecular solid-state chemistry, is ab initio prediction

of crystal structure from molecular structure. A universal

structure prediction procedure would essentially supersede all

problems of structure solution and facilitate the prediction of

the bulk properties of molecular materials prior to their

synthesis. A recent evaluation of the state of this art, however,

suggests that prediction methodology is somewhat less

advanced than that for structure solution (Lommerse et al.,

2000). Arguably the most successful current approach may be

compared with the direct-space methods employed for struc-

ture solution from PXRD data: trial structures are postulated

in real space and global optimization is performed against an

empirical function that describes the crystal's energy

(Karfunkel & Gdanitz, 1992). A considerable advantage of

structure prediction techniques compared with those for

structure solution is that in the case of prediction it is not

necessary to specify a priori the unit-cell parameters. As a

result, global optimization is considerably more complex, but

genuine ab initio structure prediction (specifying only the

molecular connectivity at the outset) may be facilitated in

favourable cases where the molecular geometry is relatively

rigid and known in advance with some degree of con®dence

(see, for example, Karfunkel & Gdanitz, 1992; Schmidt &

Englert, 1996; Beyer et al., 2001). It is common, however, for

numerous structures to be predicted within a small range of

calculated energies such that, in general, absolute speci®cation

of the crystal structure is not possible, i.e. the energy function

does not contain suf®cient information to specify the crystal

structure unambiguously (Gavezzotti & Filippini, 1996). This

factor, together with an inability to account for kinetic aspects

of crystallization, means that current approaches for structure

prediction may only be considered to provide sets of energe-

tically reasonable crystal structures among which the actual

structure is likely to be present.

The similarity between direct-space methodologies for

structure solution and structure prediction has prompted

suggestions that the PXRD pro®le and the energy function

may be combined to yield a hybrid function against which to

optimize. The premise is straightforward: if neither the PXRD

pro®le nor the energy function contain suf®cient information

to specify the structure, combination of the two sources of

information may facilitate structure solution. In general, the

combined optimization of two ®tness functions weakens the

minima that belong to only one of the two functions and

strengthens minima belonging to both functions. For crystal

structure determination, therefore, successful optimization of

a combined PXRD pro®le/energy function has a considerably

greater chance of locating the correct crystal structure. The

process is one of structure solution rather than prediction since

recourse must be made to experimental PXRD data.

Combined direct-space methods of this type have been

proposed recently by Putz et al. (1999) and by Lanning et al.

(2000). Despite the unquestionable elegance of these uni®ed

approaches, the fundamental dif®culty remains: it is necessary

to specify at the outset the crystal system and unit-cell para-

meters, i.e. it is assumed that the PXRD pro®le may be

indexed successfully. It is clear that, in cases where this is not

possible, a structure prediction approach is most desirable.

In this work, we describe an approach that involves appli-

cation of a structure prediction technique followed, in a

subsequent step, by consideration of PXRD data in order to

resolve any ambiguity arising from the prediction of several

structures representing local minima of the energy function. In

this manner, structure prediction becomes a tool for structure

solution using PXRD data, which is of particular use where

indexing is problematic. The approach has been applied to

determine the crystal structures of a series of divalent

complexes of the cyclic thiohydroxamic acids, pyrithione (PT),

methylpyrithione (MPT) and methlythiazolethione (MTT)

with zinc, copper and nickel [see (I)]. The methodology is

applicable to general metallo-organic complexes incorpor-

ating relatively rigid bidentate ligands, and, indeed, all mole-

cular materials for which the molecular conformation in the

crystal can be speci®ed with some degree of con®dence at

the outset.



2. Crystal structures of (1)±(9)

The crystal structures of the PT complexes (1), (2) and (3)

have been reported previously (Barnett et al., 1977; Chen et

al., 1991; Bond et al., 2001). (1), bis[1-hydroxypyridine-2(1H)-

thionato]zinc(II), adopts a dimeric structure in the solid state

in which zinc adopts a coordination geometry part way

between trigonal±bipyramidal and square±pyramidal (Fig. 1a).

Both (2) and (3), bis[1-hydroxypyridine-2(1H)-thionato]-

copper(II) and bis[1-hydroxypyridine-2(1H)-thionato]nick-

el(II), respectively, adopt square±planar geometries, with a

trans and cis arrangement of the PT ligands, respectively. For

(2) and (3), molecules are linked by an R2
2(8) CÐH� � �O

hydrogen-bond motif, forming extended chains in the case of

the trans molecule (2) and discrete dimers for the cis molecule

(3) (Figs. 1b and 1c). In the case of (2), the molecules stack

along a short axis (�4 AÊ ) with additional close intermolecular

Cu� � �S contacts such that the structure may be considered to

contain stacks of edge-sharing Jahn±Teller-distorted CuO2S4

octahedra (Fig. 1d). The crystal structures of the MPT

complexes (4), (5) and (6) have been reported previously by

West et al. (1998). (4), bis[1-hydroxy-6-methylpyridine-2(1H)-

thionato]zinc(II), adopts a monomeric structure with Zn in a

tetrahedral coordination geometry (Fig. 2a); (4) is prevented

from dimerization in a manner similar to (1) by the steric

in¯uence of the methyl substituent. (5) and (6), bis[1-hydroxy-

6-methylpyridine-2(1H)-thionato]copper(II) and bis[1-

hydroxy-6-methylpyridine-2(1H)-thionato]nickel(II), respec-

tively, are isostructural and contain cis square±planar mole-

cules linked into dimers by intermolecular M� � �O contacts

(Fig. 2b). We have reported the crystal structures of the MTT

complexes previously (Bond & Jones, 2001). In the solid state,

(7) and (8) adopt tetrahedral and trans square±planar mole-

cular geometries, respectively. (7), bis[3-hydroxy-4-methyl-
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Figure 1
(a) Dimer unit in the crystal structure of (1). (b) Projection onto (100) of the crystal structure of (2) showing extended chains linked by R2

2(8) motifs
comprising CÐH� � �O interactions. (c) Dimers in the crystal structure of (3) linked by R2

2(8) motifs comprising CÐH� � �O interactions. (d) Stacks
containing short intermolecular Cu� � �S contacts in the crystal structure of (2).
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1,3-thiazole-2(3H)-thionato]zinc(II), is isostructural with the

analogous MPT complex (4) (Fig. 3a). In (8), bis[3-hydroxy-4-

methyl-1,3-thiazole-2(3H)-thionato]copper(II), stacks of

molecules exist similar to those observed in (2) but, in this

case, additional intermolecular Cu� � �O contacts give rise to

stacks of edge-sharing Jahn±Teller-distorted CuO4S2 octa-

hedra (Figs. 3b and 3c). (9), bis[3-hydroxy-4-methyl-1,3-thia-

zole-2(3H-thionato]nickel(II), forms a trimeric structure in

which Ni atoms adopt both six- and ®ve-coordination (Fig.

3d).

3. Methodology

A schematic description of the methodology employed is

given below.

(The dotted line represents the transitionfrom structure

solution to structure re®nement.) Structure predictions were

performed using MSI's (now Accelrys) Polymorph Predictor

(Leusen, 1996; Leusen et al., 1999), based on the methodology

of Karfunkel & Gdanitz (1992); this package has been shown

to be one of the most successful currently available

(Lommerse et al., 2000). Prediction of the crystal structures of

organometallic molecules using an empirical energy function

has been shown previously to be feasible by Schmidt &

Englert (1996). In Schmidt's methodology, steepest-descent

minimization is employed for a number of randomly gener-

ated crystal structures. This corresponds to picking random

positions on the energy hypersurface and optimizing to reach

the nearest local minimum. Location of the global minimum

relies, therefore, on generation of a random starting model

suf®ciently close to the true structure that the minimization

starts within the valley that will lead to the lowest point on the

hypersurface. The simulated-annealing (SA) optimization

protocol employed here is somewhat more powerful in that it

facilitates `uphill' movement as well as simple descent, such

that the system is able to escape from local minima in the

search for the global minimum (Kirkpatrick et al., 1983).

Extensive description of the methodology employed in Poly-

morph Predictor has been published previously (Karfunkel &

Gdanitz, 1992), but speci®c procedures employed for appli-

cation to the metallo-organic complexes of PT, MPT and MTT

are outlined below.

3.1. Specification of the molecular geometry

For the purposes of validating the methodology, predictions

were performed for complexes whose crystal structures were

known previously. The molecular geometries were taken,

therefore, directly from the known crystal structures and

treated as rigid bodies in the prediction process. It is common

practice to separate the molecular conformation problem

from the crystal packing problem in this manner; speci®cation

of the molecular unit as a rigid body removes all degrees of

freedom associated with the intramolecular geometry, redu-

cing considerably the complexity of the global optimization.

For an `ab initio' prediction, where only the molecular

connectivity is known at the outset, it is necessary to derive the

molecular conformation using molecular mechanics or, more

commonly, semi-empirical molecular-orbital methods (see, for

example, AakeroÈ y et al., 1998; Beyer et al., 2001). It has also

been noted, however, that molecular conformations in crystals

may differ from those calculated in the gas phase owing to the

in¯uence of intermolecular interactions in the solid state

(Starbuck et al., 1999). It is generally advisable, therefore, to

consider other comparable molecules in the Cambridge

Structural Database (CSD) for derivation of the molecular

Figure 2
(a) Tetrahedral molecular unit in (4). (b) Molecules of (5) linked into
dimers by M� � �O interactions. The crystal structure of (6) is comparable.



geometry. For the complexes presented here, the molecular

units employed in the structure predictions are in most cases

of a `standard' MX2 type (i.e. tetrahedral or cis/trans square±

planar), where X represents a relatively rigid bidentate ligand.

The methodology is, therefore, readily applicable for general

MX2 complexes. For the `non-standard' cases (1) and (9),

prediction of the molecular structures would be very much

reliant upon observation of similar structures in the CSD.

3.2. Choice of force field and description of the molecular
charge distribution

For any prediction methodology seeking general applic-

ability, it is desirable to employ a generic force ®eld ± trans-

ferability is an essential feature. The Dreiding generic force

®eld has been shown to be adequate for general organic

molecules and was employed here with default parameters

(Mayo et al., 1990). It has been suggested that atomic charges

derived from semi-empirical molecular-orbital calculations are

suitable in conjunction with this force ®eld (Karfunkel &

Gdanitz, 1992), and this has also been our experience with

treating organic molecules (Bond et al., 2000). Atomic charges

were derived therefore from the electrostatic potential using

the MOPAC package (Stewart, 1990), employing the AM1

model (Dewar et al., 1985). It should be noted that neither the

Dreiding force ®eld nor the AM1 model incorporate default

parameters for 3d elements other than zinc (Stewart & Rzepa,

1999). Since it was not our intention to undertake extensive

force-®eld parameterization, the complexes of nickel and

copper were treated simply by describing the metal atom as

zinc. This signi®cant approximation is justi®ed subsequently

by the resulting success of the structure predictions and may

be rationalized by considering that the role of the metal atom

in determining the crystal structures is negligible. The Ewald

summation technique was employed to accelerate conver-

gence of the electrostatic terms.

3.3. Specification of the space group

In principle, speci®cation of the space group is not a limiting

feature of the prediction methodology since it is possible to

search in all 230 groups. Such a search would, of course, be

computationally extravagant and, in practice, well known

space-group statistics limit the search initially to several of the

most probable space groups (Padmaja, et al., 1990; Baur &

Kassner, 1992). It is also possible in theory to perform
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Figure 3
(a) Projection onto (100) of the crystal structure of (7) with CÐH� � �O interactions indicated by dotted lines. The crystal structure of (4) is comparable.
(b) Projection onto (100) of the crystal structure of (8) with CÐH� � �O interactions indicated by dotted lines. (c) Intermolecular Cu� � �O contacts in the
crystal structure of (8). (d) Trimer unit in the crystal structure of (9).
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predictions in P1 with numerous symmetry-independent

molecules; any higher space-group symmetry should be

reproduced in the resulting model. This approach is generally

impractical, however, since it increases considerably the

number of independent variables such that global optimiza-

tion rapidly becomes intractable. For the complexes treated

here, space groups were known initially from single-crystal

studies and predictions were performed only in these known

space groups. It may be noted that each complex adopts one of

the top seven statistically observed space groups. In the cases

where the molecular unit is centrosymmetric, searches were

also performed in the corresponding subgroup with the centre

of symmetry removed (i.e. P1 for P�1, P21 for P21/c), but using

the same molecular unit. The higher space symmetry should

then be reproduced in the predicted structures.

3.4. Structure prediction

Predictions were performed using the default SA para-

meters of Polymorph Predictor. In each case, the predicted

structures from the initial SA run were subjected to cluster

analysis (in which structures deemed to be identical are

grouped together and only one of the set, that with the lowest

energy, is retained), followed by local minimization. The

cluster analysis was repeated for the minimized set and the

resulting structures constituted the ®nal set of predicted

structures.

3.5. Evaluation of the predicted structures

In general, a large number of structures (in some cases

>100) may be predicted within a relatively small range of

calculated energies. To facilitate identi®cation of the correct

crystal structure, a PXRD pro®le was simulated from each

predicted model, and this was compared with the PXRD

pro®le simulated from the appropriate single-crystal structure.

It is suf®cient simply to perform this comparison `by eye',

since the PXRD pro®les generated from the predicted models

generally differ signi®cantly, and visual evaluation of the best

®t is straightforward. For unknown structures, of course, the

comparison must be performed against PXRD data measured

for the material of interest. When assessing the goodness of

the ®t, it is essential to appreciate that small differences in

unit-cell parameters mean that peak positions do not line up

exactly; these differences may be attributed to minor inade-

quacies in the force ®eld coupled with the extreme complexity

of the hypersurface. In a subsequent step, the parameters and

peak indexing deduced from the predicted structure may be

used as a starting point for unit-cell re®nement against

measured PXRD data. Energy minimization of the predicted

structure within a unit cell constrained to these re®ned

dimensions will produce a structure with a considerably better

overall ®t to the PXRD pro®le. Ultimately, the structure may

be subjected to full Rietveld re®nement (Rietveld, 1967,

1969). This ®nal step provides con®rmation that the minimum

in the energy function is also a minimum in the ®t to the

PXRD pro®le.

4. Results

4.1. Validation of the force field and description of the
molecular charge distribution

The validity of the force ®eld and the description of the

molecular charge distribution may be tested by steepest-

descent minimization of the observed crystal structures,

con®rming that these represent (at least local) minima of the

energy function. Results for the minimization of (1)±(9) are

listed in Table 1. In general, the lattice parameters of the

minimized models are in good agreement with those of the

observed structures, indicating that the force ®eld provides a

satisfactory empirical description of the intermolecular forces.

It is noteworthy that the worst agreement is observed for

Table 1
Details of energy minimization for the observed single-crystal structures of (1)±(9).

(i) Observed model, no minimization. (ii) Minimized model, unit-cell parameters relaxed within the constraints of the crystal system. Energies are quoted as lattice
binding energies (i.e. exothermic quantities).

a (AÊ ) b (AÊ ) c (AÊ ) � (�) � (�)  (�) E (kJ molÿ1)

(1) Zn(PT)2 P21/c (i) 8.355 10.148 13.673 90 96.82 90 ÿ108.0
(ii) 8.310 10.224 14.024 90 96.81 90 ÿ111.4

(2) Cu(PT)2 P�1 (i) 4.055 7.572 9.063 81.10 86.19 85.20 ÿ125.0
(ii) 4.143 7.714 9.144 85.77 83.90 90.45 ÿ134.4

(3) Ni(PT)2 P21/n (i) 8.769 13.627 9.857 90 97.76 90 ÿ130.9
(ii) 8.778 13.747 9.915 90 96.80 90 ÿ133.3

(4) Zn(MPT)2 P�1 (i) 7.974 7.921 11.779 104.50 93.45 104.50 ÿ136.8
(ii) 7.963 7.925 11.743 103.80 92.64 104.62 ÿ138.3

(5) Cu(MPT)2 Pbca (i) 15.663 13.914 12.984 90 90 90 ÿ134.2
(ii) 15.331 14.414 12.938 90 90 90 ÿ136.8

(6) Ni(MPT)2 Pbca (i) 15.602 13.606 13.348 90 90 90 ÿ137.7
(ii) 15.398 13.656 13.350 90 90 90 ÿ140.5

(7) Zn(MTT)2 P�1 (i) 7.622 7.695 11.779 105.15 96.21 106.59 ÿ126.6
(ii) 7.739 7.736 12.005 106.26 93.39 104.55 ÿ140.6

(8) Cu(MTT)2 P21/n (i) 4.086 12.757 11.988 90 97.01 90 ÿ161.1
(ii) 4.147 13.107 11.837 90 95.95 90 ÿ164.3

(9) Ni(MTT)2 P�1 (i) 10.067 10.167 11.184 92.71 114.00 112.92 ÿ85.2
(ii) 10.140 10.084 11.208 93.44 113.09 111.65 ÿ89.3



Cu(MPT)2, (5), where intermolecular Cu� � �O contacts exist in

the crystal structure. These interactions lie roughly parallel to

the (100) plane, and the change in the b parameter on mini-

mization is particularly large (0.5 AÊ ). This suggests that the

intermolecular Cu� � �O interactions are not modelled parti-

cularly well. Better agreement is observed on minimization of

the analogous Ni(MPT)2 structure, (6), suggesting that the

corresponding Ni� � �O interactions are modelled somewhat

more satisfactorily.1 This level of agreement between the

observed and minimized structure of (5) may be contrasted

with the particularly good ®t for Ni(MTT)2, (9), for example,

where the Ni atoms are essentially encased by organic ligands.

These observations provide a quantitative illustration of the

intuitive notion that the model provides the best ®t where the

metal atoms have little or no involvement in intermolecular

interactions.

4.2. Results of the structure predictions

A summary of the results from the structure predictions is

given in Table 2. In each case, the correct crystal structure was

present among the predicted models.2 For all except (3) and

(7), the correct structure was predicted as the global minimum,

i.e. the energy function alone facilitates determination of the

correct crystal structure. For the centrosymmetric molecular

units in (1), (8) and (9), the correct crystal structure was

predicted in the subgroup of the actual space group with the

centre of symmetry removed. In the predicted models, the

molecular centre coincides with the crystallographic centre of

symmetry in the higher space group such that the correct

space-group symmetry is reproduced. For (3) and (7), the

correct crystal structure is not predicted to be the global

minimum in the energy function, i.e. the energy function alone

does not contain suf®cient information to deduce the crystal

structure correctly. In these cases, however, simulation of a

PXRD pro®le for each predicted model facilitates rapid

identi®cation of the correct structure using the visual

comparison. The PXRD pro®les of the ten lowest-energy

structures predicted for (3) and (7) are shown in Figs. 4 and 5,

respectively, and the correct crystal structures may be identi-

®ed as the ninth lowest-energy model for (3) and the ®fth

lowest-energy model for (7).3 PXRD pro®les simulated from

the known structure and these predicted models together with

overlays of the predicted and observed structures are shown in

Figs. 6 and 7. In each case, the unit-cell parameters of the

predicted models are suf®ciently close to the correct para-

meters to facilitate subsequent re®nement against the PXRD
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1 The fact that the isostructural (5) and (6) (when both described as zinc
complexes) do not converge to exactly the same structure on minimization
(Table 1) illustrates the extreme complexity of the energy hypersurface. This
result does not present a problem for the structure prediction procedure,
however, since the two structures would be grouped together and deemed
identical during cluster analysis.

Table 2
Comparison of the single-crystal structures and predicted structures for (1)±(9) (overlays of the structures are available as supplementary material).

(i) Single-crystal structure. (ii) Predicted model.

Energy range

(kJ molÿ1)

a (AÊ ) b (AÊ ) c (AÊ ) � (�) � (�)  (�) N² Min Max

Energy of correct

predicted model

(kJ molÿ1)

Energy rank

of correct

model³

(1) Zn(PT)2 (i) P21/c 8.355 (1) 10.148 (1) 13.673 (1) 90 96.82 (1) 90

(ii) P21 8.351 10.369 14.032 90 98.48 90 144 ÿ110.0 ÿ63.4 ÿ110.0 1

(2) Cu(PT)2 (i) P�1 4.055 (1) 7.572 (1) 9.063 (1) 81.10 (1) 86.19 (1) 85.20 (1)

(ii) P1 4.111 7.759 9.214 80.95 81.91 84.40 100 ÿ131.4 ÿ127.8 ÿ131.4 1

(3) Ni(PT)2 (i) P21/n 8.769 (4) 13.627 (4) 9.857 (3) 90 97.76 (3) 90

(ii) P21/n 9.052 13.284 10.013 90 99.02 90 194 ÿ122.5 ÿ108.6 ÿ117.9 9

(4) Zn(MPT)2 (i) P�1 7.974 (1) 7.921 (1) 11.779 (1) 104.50 (1) 93.45 (1) 104.50 (1)

(ii) P�1 7.963 7.925 11.743 103.80 92.62 104.58 83 ÿ138.3 ÿ77.0 ÿ138.3 1

(5) Cu(MPT)2 (i) Pbca 15.663 (6) 13.914 (5) 12.984 (5) 90 90 90

(ii) Pbca 15.196 14.642 12.915 90 90 90 62 ÿ130.3 ÿ83.5 ÿ130.3 1

(6) Ni(MPT)2§ (i) Pbca 15.602 (8) 13.606 (4) 13.348 (8) 90 90 90

(ii) Pbca 15.196 14.642 12.915 90 90 90 62 ÿ130.3 ÿ83.5 ÿ130.3 1

(7) Zn(MTT)2 (i) P�1 7.622 (1) 7.695 (1) 11.779 (1) 105.15 (1) 96.21 (1) 106.59 (1)

(ii) P�1 7.703 7.973 12.079 108.36 93.91 106.35 53 ÿ132.0 ÿ80.8 ÿ127.0 5

(8) Cu(MTT)2 (i) P21/n 4.086 (1) 12.757 (1) 11.898 (1) 90 97.01 (1) 90

(ii) P21 4.154 12.981 11.867 90 96.04 90 47 ÿ151.0 ÿ109.1 ÿ151.0 1

(9) Ni(MTT)2 (i) P�1 10.067 (5) 10.167 (8) 11.184 (4) 92.71 (6) 114.00 (4) 112.92 (5)

(ii) P1 10.052 10.299 11.100 93.62 112.65 112.50 14 ÿ92.0 ÿ57.8 ÿ92.0 1

² N denotes the number of structures in the ®nal clustered set; these have the energy range indicated in the subsequent column. ³ The lowest-energy structure has rank 1, the next
lowest has rank 2 etc. § Since the metal atom in each case is reassigned as Zn and (5) is isostructural with (6), prediction of the structure of (6) is equivalent to that of (5).

2 Overlays of the observed and predicted structures for (1)±(9) and their
simulated PXRD pro®les are included as supplementary material, available
from the IUCr electronic archives (Reference: AN0589). Services for
accessing these data are described at the back of the journal.

3 For (7), the PXRD pro®les simulated from the ®fth and eighth lowest-energy
predicted structures are extremely similar. Examination of the models reveals
that they are essentially identical: for the eighth lowest-energy model, a =
7.747, b = 7.833, c = 12.145 AÊ , � = 108.33, � = 95.46,  = 103.83�. The small
differences in the unit-cell parameters of the two models, however, render
them different within the tolerances employed for cluster analysis; wider
tolerances would lead to the two models being deemed identical. Re-clustering
is not necessary here since either model would be suitable for subsequent
Rietveld analysis. The ®fth lowest-energy model was selected as the correct
one on the basis of its lower energy.
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data, and the overlays of the predicted and observed crystal

structures show them to be effectively identical. Thus,

combination of the information present in the energy function

and the PXRD pro®le facilitates absolute determination of the

crystal structure in each case. Recourse to the PXRD pro®le

to distinguish between the predicted structures means that the

Figure 4
PXRD pro®les simulated from the ten lowest-energy structures predicted for (3). (a) Model 1; Lattice binding energy E =ÿ122.5 kJ molÿ1. (b) Model 2;
E = ÿ122.2 kJ molÿ1. (c) Model 3; E = ÿ121.5 kJ molÿ1. (d) Model 4; E = ÿ120.7 kJ molÿ1. (e) Model 5; E = ÿ119.8 kJ molÿ1. (f) Model 6; E =
ÿ119.5 kJ molÿ1. (g) Model 7; E = ÿ119.5 kJ molÿ1. (h) Model 8; E = ÿ118.7 kJ molÿ1. (i) Model 9; E = ÿ117.9 kJ molÿ1. (j) Model 10; E =
ÿ116.9 kJ molÿ1.

Figure 5
PXRD pro®les simulated from the ten lowest-energy structures predicted for (7). (a) Model 1; Lattice binding energy E =ÿ132.0 kJ molÿ1. (b) Model 2;
E = ÿ130.0 kJ molÿ1. (c) Model 3; E = ÿ127.8 kJ molÿ1. (d) Model 4; E = ÿ127.4 kJ molÿ1. (e) Model 5; E = ÿ127.0 kJ molÿ1. (f) Model 6; E =
ÿ126.3 kJ molÿ1. (g) Model 7; E = ÿ125.9 kJ molÿ1. (h) Model 8; E = ÿ124.5 kJ molÿ1. (i) Model 9; E = ÿ124.2 kJ molÿ1. (j) Model 10; E =
ÿ123.9 kJ molÿ1.



procedure may no longer be described as prediction, but rather

structure solution, with the additional advantage that a priori

knowledge of the unit-cell parameters is not required.

5. Discussion

It is evident that the direct-space approach for crystal struc-

ture solution from PXRD data and the structure prediction

methodology applied here are entirely analogous, differing

only in the nature of the function against which optimization is

performed. For both approaches, the key criterion for success

is the balance between the amount of reliable information that

may be speci®ed at the outset and the information content of

the relevant function. Two approaches therefore present

themselves to maximize the chances of success: either the

extent of the information speci®ed at the outset is increased

(by specifying the correct molecular conformation, for

example), or the available information against which to opti-

mize may be increased (by combination of the energy function

and the PXRD pro®le). These two cases are analogous,

respectively, to the introduction of constraints and restraints,

familiar in least-squares re®nement of single-crystal data sets

where the data-to-parameter ratio is low.

The initial manifestation of this information balance is the

requirement to specify the molecular connectivity and (to a

greater or lesser extent) the molecular conformation for both

structure solution from PXRD data and for structure predic-

tion ± global optimization of the positions of each individual

atom in a molecular crystal is far too complex to be viable. The

next most important information that can be speci®ed at the

outset is the space-group and unit-cell parameters. Speci®ca-

tion of the symmetry operators and the size and shape of the

unit cell reduces the number of independent variables that

must be optimized, reducing considerably the dimensionality

of the hypersurface against which optimization is performed.

For structure solution, the unit-cell parameters are derived at

the outset by indexing the PXRD pro®le and are subsequently

constrained during the global optimization procedure. Global

optimization for direct-space structure solution from PXRD

data is, therefore, considerably less complex than that for

structure prediction where unit-cell parameters must be

optimized simultaneously. It is for this reason that direct-space

structure solution is always preferable to prediction when the

PXRD pro®le can be indexed unambiguously. The inherent

simpli®cation of the global optimization means that it becomes

viable to treat simultaneously a considerable degree of

conformational ¯exibility, and simultaneous optimization of

Acta Cryst. (2002). B58, 233±243 Bond and Jones � Structure prediction 241
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Figure 6
PXRD pro®les simulated from the known structure (bottom) and ninth
lowest-energy predicted model (top) for (3) and overlay of predicted
(red) and observed (yellow) structures.

Figure 7
PXRD pro®les simulated from the known structure (bottom) and ®fth
lowest-energy predicted model (top) for (7) and overlay of predicted
(red) and observed (yellow) structures.
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intramolecular and intermolecular geometry is commonplace

in solution procedures. Such an approach is generally less

viable for prediction, although examples have been reported

in which a limited number of intramolecular degrees of

freedom have been optimized simultaneously during the

prediction procedure.4 In many instances, however, the

molecular conformation problem is separated from the crystal

packing problem by speci®cation of the molecule as a rigid

body. With this approach, it may be possible to allow the

molecular conformation to relax also in a ®nal minimization

step, but this cannot be used to overcome gross errors in the

initial molecular conformation since location of the correct

structure on minimization requires that the initial structure be

located within the basin of attraction of the global minimum,

i.e. the structure obtained from the SA run must be suf®ciently

close to the global minimum for minimization to locate it. This

is unlikely to be the case where the molecular conformation

used in the SA run is grossly in error. As a consequence, the

prediction approach is more reliant on reliable speci®cation of

the molecular conformation at the outset.

While it is generally accepted that genuine ab initio struc-

ture prediction is a distant goal, the results presented here

suggest that current methodology is somewhat more effective

than may be perceived when the limitations concerning the

assessment of the predicted structures solely on the basis of

energy are understood. The energy function implemented is

an empirical approximation to the true energy of the crystal,

parameterized against structures which themselves are subject

to experimental uncertainties. As a result, the predicted

structures will always be subject to a degree of uncertainty, i.e.

the energy function simply does not contain suf®cient infor-

mation to specify the correct crystal structure unambiguously

(Gavezzotti & Filippini, 1996). The relatively simple predic-

tion approach employed here (i.e. the generic nature of the

force ®eld, the simple approach to the treatment of the

molecular charge distribution, and the signi®cant approxima-

tion involved in treating the metal atom) is suf®cient to

provide the correct structure among the low-energy structures,

and utilization of additional information in the form of the

(indexed or unindexed) PXRD pro®le facilitates discrimina-

tion between them. It is noted that the molecules treated here

lack conformational ¯exibility and that their molecular

conformations are therefore readily predictable; the technique

is undoubtedly limited for molecules where extensive

conformational ¯exibility is possible. Nonetheless, the degree

of success is encouraging. In seven of the nine structures

considered, the correct crystal structure is predicted as the

global minimum in the energy function. For the two molecules

where this is not the case, the correct structure is one of the

top ten lowest-energy structures. While it is fair to say,

therefore, that existing methodology may not be adequate for

reliable crystal structure prediction, it does in fact provide a

powerful tool for structure solution which is especially useful

in cases where unambiguous indexing of the PXRD pro®le is

not possible.

We thank the EPSRC and Avecia Ltd for funding via a

CASE studentship to ADB, and MSI Inc. (now Accelrys) for

provision of a demonstration version of Polymorph Predictor.
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